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INTRODUCTION
The first airborne sensors, capable of obtaining Earth observation images, appeared in the 1970s, then, in the 1980s and 
1990s, they witnessed the emergence of medium and high-resolution sensors. The latter were followed in the 2000s by 
space sensors with very high spatial resolution (VHSR). This progress is significant from the moment when the details 
observed in an image increased considerably at each stage. 

Although this technological leap offers great potential of application in the field of remote sensing[1], it has led to real 
complications, because recent space observation missions allow the acquisition of more accurate and larger images. As 
these high resolution VHR remote sensing images contain a large amount of information, processing them requires long, 
laborious, thorough and costly work, with manual or semi-automatic methods, requiring heavy human intervention[2]
[3].In order to efficiently process these remote sensing images, it is therefore necessary to have fully automatic methods. 
In recent years, considerable progress has been made in the field of automatic processing of satellite data, particularly 
in image classification techniques. Unlike manual approaches, automatic approaches respond to an urgent need to 
limit manual effort, accelerate the requiredtime for this task ofimage classification, and present good performance that 
optimizes costs.

Automatic image classification approaches involve associating each pixel of the image with a land use class. Traditionally, 
two approaches are distinguished: supervised and unsupervised, unfortunately, they all have limitations at different 
levels [4]. While deep learning based on convolutional neural networks (CNN) coupled with the provision of satellite 
images has greatly simplified the processes.  Therefore, our study focuses on the use of Deep Learningmethods for the 
detection of buildings from remote sensing images of high spatial resolution. These information are needed in multiple 
applications, mainly related to the implementation of public policies [5].

METHODOLOGY
From its characteristics, the urban tissue is difficult to detect on satellite images, and conventional detection approaches 
do not provide satisfactory performance. However, Deep Learning has proven to be effective in this segmentation task 
[6][7]. Thus, the approach proposed in this article focuses on the extraction of buildings by Deep Learning from satellite 
images with high spatial resolution. It is divided into two main steps: 
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First, the creation of a ground truth that is composed of pairs of images (image and its label) and an annotation file. 
This step consists in the acquisition and preparation of the necessarydata for the training of a model which allows the 
extraction of buildings. Indeed, Deep Learning architectures require large data sets, with densely labelled ground truths, 
which accurately represent all the characteristics of the object, including its boundaries [8]. 

The next step focuses on the choice of the model, its training from already constituted ground truth data, and its use 
to extract the targeted objects. This model allows us to perform segmentation operations automatically. It is based on 
networks of convolutionalneurons that will search the images for the characteristic elements of the expected objects.

The Creation of a Ground Truth

The creation of an image dataset for the model training is the preliminary step to any use of a supervised Deep Learning 
model for extracting objects. In fact, the good performance of the current neural networks is based on the availability of 
large fully annotated databases [9]. Furthermore, the accuracy of the model depends on the quality, quantity and variety 
of this learning dataset. In addition, the manually created field truth has been adapted to our needs and our study area. 
The suggested procedure includes the following steps:

The first step consists in uploadingopen-sourceshared images, the latter are of different architectures and different 	
environments, in order not to have a specialized model on a specific type of landscape. 

The images were formatted with an identical dimension of 256x256 and a PNGextension. This work was done online 	
on the website : www.convert-a-image.com

The next step is label generation, labelling. This type of processing involves identifying and delimiting the elements 	
of an image, by associating each pixel with a cartographic category (in our case the soughtcategory represents the 
buildings). The objects or areas of interest can be easily reconstructed by vectorizing the result. The vectorization 
was done manually.

Aset of pairs (image and associated label) was created, in addition to the json annotation file, describing the presented 	
objectsin the images. The obtainedlabel is in black and white, where the buildings are in white and the rest of the 
landscape is in black.

Figure 1. Examples of satellite images (on the top) and its associated labels (on the bottom) highlighting the sought 
element “Building”.

Preparation of the Model

This part consists mainly in teaching our model to identify the expected objects, based on ouralready builtground truth 
set. It will therefore define a set of rules to lead to a better prediction, and therefore to the detection of buildings.The 
various parameters of the model are defined in the Python scripts. For example: 
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The Location of the Input Data

We are talking about two image directories for the model training, the images sizeis 256x256. Each image in the image 
train directory has its opposite in the label train directory, while keeping the same file name.

The Image Augmentation Function

Creating a proper dataset is a task that can be costly, and image enhancement functionscontribute in making it more 
robust. They make it possible tosignificantly increase the number of images in input (without touching the dataset). The 
main idea behind the Data Augmentation is to reproduce the pre-existing data, by applying a random transformation 
(zoom, offset, rotation, cutting, stretching or mirror effect)

The Definition of the Soughtclasses: Called Labels

Among the parameters to be defined is the number of targeted categories, the “background” category is the default 
category. In our case, we have two categories of objects: our sought object category, the buildings, and the background 
category for the rest of the image.

Figure 2. Definition of the sought classes.

Loss Function 

This function allows to quantify the gap between the model predictions and the actual observations of the data set used 
in the learning. The training phase aims to find model parameters that will minimize this function.

Model Training, Validation and Testing

Training allows the model to know the task assigned to it, which is the detection of buildings in our case. The model is 
trained in a supervised way, it requires a large number of images and associated labels as input of the expected result 
in the output. Thus, the model adapts and becomes more and more accurate, thanks to an iterative training on this set 
of ground truth, while optimizing the margin of error between its predictions and the expected result provided by the 
annotations file associated with our images.

To reduce significantlythe risk of over-adjustment, the dataset is divided into three subsets. A training set on which 
the model will learn, a part of the data set will serve to validate the model, and a test set that will allow to verify the 
validation of the model on data, on which it has not performed its learning. Generally, the ground truth is randomly 
distributed according to these proportions: 80% of the data are used for learning and 20% for testing.

U-Net Architecture

U-Net, issued from the traditional CNN neural network, was designed for fast and accurate image segmentation[10][11].
Its architecture has been modified and extended to work with fewer training images. It is able to locate and distinguish 
the boundaries of the elements composing a certain image, by classifying each pixel. Its architecture is symmetrical and 
consists of three sections: Contraction, the choke point and expansion section, as shown in figure n°03. The first block, 
also called encoder, allows to retrieve the context of an image. The bridge, or the choke point, connects the encoder and 
the network of decoders and completes the flow of information. The second block is the decoder.
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Figure 3. U-net network structure.

RESULTS AND DISCUSSIONS

In order to validate our model, we established a dataset of a total of 220 images, shared as follows: 200 for training 
and validationof the model, and 20 for testing. The model was tested on new images, which were not used neither for 
training nor for validation, but were still categorized when the dataset was created.

Once the model is trained, its effectiveness must be assessed. The visualization of the cost curve, obtained at the end of 
the training, gives information on the relevance of the trained network and the number of epoch from which the model 
achieves its best performances.The result of the cost function is presented in Figure n°04.

Figure 4. Loss curve.

The achievement of a best model, which responds to both training and validation data, is achieved through a series of 
tests and iterations, after which the parametersof the neural network are modified. The final result is presented in the 
form of annotated images, with the prediction of belonging to one or the other of the 2 soughtcategories: buildings/ 
non-buildings. Figure No. 05 shows an example of the building detection results.

Figure 5. Exampleof building detection, from right to left: the original image, label image, and prediction result.
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We observe that the model has learned to better detect the buildings in the image. Thus, the result is satisfactory with 
an overall accuracy rate of 84%, even if the geometry of the building outline remains unreliable. 

The quality and accuracy of the result depends on certain factors. Indeed, the quality of the model that will be trained is 
strongly influenced by the image-label combination. For this reason, it is necessary to produce a labeled dataset of high 
quality.Unfortunately, these generated ground truths may have certain limitations, namely: the vagueness of labeling 
such as differences between the location of the building on the image and its label or omissions of elements, which is 
likely to generate detection errors by the model. Similarly, resolution, sharpness, image contrast and other effects on 
the image such as shadow can degrade the quality of the dataset and can impair the detection of the sought objects. 
In addition, a homogeneous dataset or one that is very specific to an architectural style or to a geographical area, will 
provide a very specialized detection model that is not ready for use for certain sets of ground truth.

CONCLUSION 

In this study, we suggested the use of a supervised learning model, based on convolutionalneural networks, for the 
detection of buildings from remote sensing images of high spatial resolution. 

The conducted experiment demonstrated the value of learning by transfer. Indeed, working with an insufficient 
amount of data (namely our case) would lead to a decrease in performances and a degradation of the model’s ability 
to make good predictions. Thus, starting with a pre-trained model has helped us build better models. In this study, the 
proposed method is based on the use of a U-Net architecture model. The latter has proven its performance in the field 
of classification and segmentation of images. In fact, the targeted objects present on our dataset were detected with a 
global accuracy of 84%. Hence, we could say that the result is acceptable both in terms ofdetection and delimitation 
of buildings.However, there are areas for improvement. Indeed, our future works could involve the introduction of 
new models that have an impact on the producedresult, such as the Mask R-CNN model, which allows the instance 
segmentation of objects. In addition, the use of a broader and more heterogeneous dataset could further improve the 
quality of the expected predictions.
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